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ABSTRAK 

Inflasi merupakan kenaikan harga barang dan jasa dalam periode waktu 

tertentu. Inflasi menjadi indikator penting yang mencerminkan kestabilan ekonomi 

suatu negara. Fluktuasi inflasi dapat memengaruhi kebijakan moneter, daya beli 

masyarakat, serta pengambilan keputusan ekonomi. Penelitian ini bertujuan untuk 

membandingkan kinerja model Temporal Fusion Transformer (TFT) dan Light 

Gradient Boosting Machine (LightGBM) dalam memprediksi tingkat inflasi di 

Indonesia. Data yang digunakan berupa deret waktu bulanan multivariat periode 

Januari 2010 hingga Desember 2024, mencakup variabel inflasi, nilai tukar, suku 

bunga, ekspor, impor, indeks harga konsumen, harga minyak dunia, dan jumlah 

uang beredar (M2). Proses penelitian meliputi tahap preprocessing data, pembagian 

data menjadi data latih dan uji, serta penyesuaian hyperparameter pada kedua 

model. Evaluasi kinerja dilakukan menggunakan tiga metrik utama, yaitu Mean 

Absolute Error (MAE), Root Mean Square Error (RMSE), dan Mean Absolute 

Percentage Error (MAPE). Hasil menunjukkan bahwa LightGBM memiliki kinerja 

lebih baik dengan MAE = 0,53, RMSE = 0,75, dan MAPE = 15,30%, dibandingkan 

TFT dengan MAE = 1,16, RMSE = 1,47, dan MAPE = 34,34%. Temuan ini 

membuktikan bahwa model berbasis boosting lebih efisien untuk dataset ekonomi 

berskala terbatas, sedangkan model deep learning seperti TFT memerlukan data 

lebih besar dan konteks temporal lebih kompleks. Dengan demikian, LightGBM 

dinilai lebih unggul secara empiris dalam memprediksi inflasi di Indonesia. 

 

Kata Kunci : Prediksi, Temporal Fusion Transformer (TFT), Light Gradient 

Boosting Machine (LightGBM), Inflasi, Time-series forecasting 
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PERFORMANCE COMPARISON OF TEMPORAL FUSION 

TRANSFORMER (TFT) AND LIGHT GRADIENT BOOSTING MACHINE 

(LIGHTGBM) ALGORITHMS IN INFLATION PREDICTION IN 

INDONESIA 

Audyna Renata 

Dosen Pembimbing : Irma Permatasari, M.Eng dan Ali Idrus, M.Kom 

 

ABSTRACT 

Inflation refers to a sustained increase in the general price level of goods 

and services over a given period. Inflation is an important indicator of a country's 

economic stability. Inflation fluctuations can affect monetary policy, public 

purchasing power, and economic decision-making. This study aims to compare the 

performance of the Temporal Fusion Transformer (TFT) and Light Gradient 

Boosting Machine (LightGBM) models in predicting inflation rates in Indonesia. 

The data used is a multivariate monthly time series for the period January 2010 to 

December 2024, including the variables of inflation, exchange rates, interest rates, 

exports, imports, the consumer price index, world oil prices, and the money supply 

(M2). The research process includes data preprocessing, data division into training 

and test data, and hyperparameter adjustments for both models. Performance 

evaluation is conducted using three primary metrics: Mean Absolute Error (MAE), 

Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE). 

The results show that LightGBM outperforms TFT with MAE = 0,53, RMSE = 0,75, 

and MAPE = 15,30%, compared to TFT with MAE = 1,16, RMSE = 1,47, and 

MAPE = 34,34%. These findings demonstrate that boosting-based models are more 

efficient for limited-scale economic datasets, while deep learning models like TFT 

require larger data sets and more complex temporal contexts. Thus, LightGBM is 

considered empirically superior in predicting inflation in Indonesia. 

 

Keywords : Prediction, Temporal Fusion Transformer (TFT), Light Gradient 

Boosting Machine (LightGBM), Inflation, Time-series forecasting   
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